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Abstract

I-vector has been one of the state-of-the-art techniques in speaker recognition. The main computational load of the standard i-vector extraction is to evaluate the posterior covariance matrix, which is required in estimating the i-vector. This limits the potential use of i-vector on handheld devices and for large-scale cloud-based applications. Previous fast approaches focus on simplifying the posterior covariance computation. In this paper, we propose a method for rapid computation of i-vector which bypasses the need to evaluate a full posterior covariance thereby speeds up the extraction process with minor impact on the recognition accuracy. This is achieved by the use of subspace-orthonormalizing prior and the uniform-occupancy assumption that we introduce in this paper. From the experiments conducted on the extended core task of NIST SRE’10, we obtained significant speed-up with modest degradation in performance over the standard i-vector.

1. Introduction

Aside from the session variability, one major difficulty in speaker recognition is to deal with the continuous variable-length nature of speech utterances. It was first shown in [1], the variable-length nature of speech utterance could be accounted for with Gaussian mixture model (GMM). Later in [2, 3], it was shown that the speaker, channel, and other forms of session variability could be substantially captured with low-rank subspaces in the GMM parameter space. In [4], the authors took one step further by modeling the various subspaces with a single total variability matrix. The end result is a compression process that maps variable-length speech utterances into fixed-length low dimensional vectors referred to as the i-vectors. Due to its low dimensionality, simple and yet effective techniques, such as linear discriminant analysis (LDA) [5] and probabilistic LDA (PLDA) [6, 7, 8] could be conveniently applied for channel compensation and as the backend classifier.

An i-vector is the posterior mean of a latent variable in the total variability space [2, 4]. The computation of i-vector involves the estimation and inversion of the posterior precision matrix, which has shown to be the major bottleneck for implementation on handheld devices [9] or cloud-based systems that process a large amount of online requests [10]. A smaller computational and memory footprint would definitely benefit these applications. Many fast methods have been proposed to extract i-vectors without seriously compromising the recognition accuracy. In [11], the authors proposed to diagonalize the posterior precision matrix using eigenvalue decomposition or heteroscedastic LDA (HLDA) and thereby simplifying the matrix inversion. The approach in [12] employs a fixed occupancy counts thereby approximating the posterior covariance with the same estimate for all utterances. In [13] matrix factorization and iterative conjugate gradient method were used to speed up the matrix inversion. In our previous work [14], methods based on sparse coding were proposed. All the above approaches try to solve the problem by simplifying the estimation of posterior covariance. In this paper, we attempt to solve the problem by bypassing the need to evaluate the full posterior covariance as part of i-vector computation. This is achieved by asserting an informative prior as opposed to a standard Gaussian prior assumed in the standard i-vector extractor.

The standard i-vector extractor assumes a standard Gaussian prior with zero mean and unit variance on the i-vector latent variable [4]. In general factor analysis framework, informative prior is seldom used as the prior mean and covariance could be absorbed into the global mean and loading matrix [5]. In this paper, we set the prior covariance to take a specific form such that when it is absorbed as part of the total variability matrix it will set the columns of the matrix to become orthogonal and unit norm (i.e., orthonormal). We refer to this prior as the subspace-orthonormalizing prior and we show that such prior could be formed easily using the total variability matrix. The orthonormal property imposed on the total variability space sets the stage for subsequent computational speed-up and approximation that leads to the fast method for rapid computation of i-vector proposed in this paper. It is worth mentioning that the use of informative prior for i-vector extraction was reported earlier in [15, 16]. In particular, source-specific priors were shown to be effective in dealing with source variation encountered in heterogeneous datasets. Notice that we use informative prior for a different purpose in this work.

The paper is organized as follows. Section 2 reviews the i-vector paradigm. Section 3 formulates the subspace-orthonormalizing prior and its application for i-vector extraction. Section 4 presents a detailed derivation of the proposed fast method for i-vector extraction. Section 5 shows the use of subspace-orthonormalizing prior in the EM training of the total variability matrix. This is followed by experiment results in Section 6. Section 7 concludes the paper.

2. I-vector extraction

An i-vector extractor aims to find a compressed representation of speech utterance in the parameter space of the GMM supervector [2] with the use of factor analysis [4, 5]. Dimension reduction is achieved by controlling the size of the latent variable
where \( \mathbf{m} \) and \( \mathbf{M} \) are the GMM and UBM supervectors, respectively. The low-rank matrix \( \mathbf{T} \) is the so-called total variability matrix since its column space captures the speaker, channel, phonetic and other sources of variability.

Let \( \mathcal{O} = \{ o_1, o_2, \ldots, o_r \} \) represent the feature vector sequence of a given utterance. Given \( \mathcal{O} \) and the current estimate \( \mathbf{T} \), an i-vector is given by the maximum a posterior (MAP) estimate, as follows:

\[
\phi = \arg \max_\mathbf{x} \left[ \prod_{c=1}^C \prod_{t=1}^{N_c} \mathcal{N}(o_t | \mathcal{M}_c + \mathbf{T}_c \mathbf{x}, \Sigma_c) \right] p(\mathbf{x})
\]  

(2)

where \( \mathcal{M}_c \) and \( \mathbf{T}_c \) indicate the \( c \)-th component in the supervector \( \mathcal{M} \) and matrix \( \mathbf{T} \). Let \( C \) be the number of Gaussian components in the UBM and \( F \) be the dimension of the acoustic feature vector. The \( CF \times M \) matrix \( \mathbf{T} = [\mathbf{T}_1^T, \mathbf{T}_2^T, \ldots, \mathbf{T}_C^T]^T \) comprises of \( C \) component matrices \( \mathbf{T}_c \) from all the mixtures stacked up column wise.

Assuming a standard Gaussian prior \( p(\mathbf{x}) = \mathcal{N}(\mathbf{x}; 0, \mathbf{I}) \), the i-vector in (2) is given by the posterior mean of \( \mathbf{x} \), as follow

\[
\phi = \mathbf{L}^{-1} \cdot \mathbf{T}^\top \Sigma^{-1} \mathbf{F}
\]  

(3)

where

\[
\mathbf{L}^{-1} = \left( \mathbf{I} + \mathbf{T}^\top \Sigma^{-1} \mathbf{NT} \right)^{-1}
\]  

(4)

Here, \( \mathbf{N} \) and \( \mathbf{F} \) are the utterance-dependent Baum Welch statistics computed based on the UBM. The matrix \( \Sigma \) is constructed by having its diagonal blocks made up by the covariance matrices \( \Sigma_c \) of the UBM. The \( CF \times 1 \) vector \( \mathbf{F} \) is obtained by concatenating the first-order statistics

\[
\mathbf{F} = \sum_c \gamma_c(t)(\mathbf{o}_t - \mathcal{M}_c)
\]  

(5)

centred to the mean vector \( \mathcal{M} \) of the UBM. In a similar manner, \( \mathbf{N} \) is a \( CF \times CF \) diagonal matrix, whose diagonal blocks are \( \mathcal{N} \), \( \mathbf{I} \), where \( \mathcal{N} \) is the zero-order statistics computed for the \( c \)-th Gaussian by summing the frame occupancy \( \gamma_c(t) \) over the entire sequence:

\[
\mathbf{N} = \sum_t \gamma_c(t)
\]  

(6)

To speed up the computation, it is customary to pre-whiten the first-order statistics [18], as follow

\[
\tilde{\mathbf{F}} = \Sigma_c^{-1/2} \mathbf{F} = \Sigma_c^{-1/2} \left[ \sum_t \gamma_c(t)(\mathbf{o}_t - \mu_c) \right]
\]  

(7)

The i-vector is now given by

\[
\phi = \mathbf{L}^{-1} \cdot \mathbf{T}^\top \tilde{\mathbf{F}}
\]  

(8)

where

\[
\mathbf{L}^{-1} = \left( \mathbf{I} + \mathbf{T}^\top \mathbf{NT} \right)^{-1}
\]  

(9)

We shall use the form in (7)-(9) in the subsequent parts of this paper. To further speed up the computation, the terms \( \mathbf{T}_c^\top \mathbf{T}_c \) in (9) are usually pre-computed and stored. The memory demand for storing \( \mathbf{T}_c^\top \mathbf{T}_c \) for all the \( C \) mixtures is \( O(CM^2) \) in addition to \( O(CFM) \) required to store the total variability matrix \( \mathbf{T} \). The computational complexity is \( O(CFM + M^2) \) for (8) and \( O(CM^2 + M^3) \) for (9).

The UBM could be a GMM trained in an unsupervised manner [1] or a DNN trained to model se es via supervised training [17].

3. I-vector extraction with subspace orthonormalization

We first show the use of informative prior of the form \( \mathbf{x} \sim \mathcal{N}(\mu_p, \Sigma_\mu) \), where \( \mu_p \neq 0 \) and \( \Sigma_\mu \neq \mathbf{I} \), for i-vector extraction. We then introduce the so-called subspace-orthonormalizing prior and its application for i-vector extraction.

3.1. Posterior inference with informative prior

In its conventional form, a standard Gaussian prior is typically used for i-vector extraction. That is, we assume that the latent variable \( \mathbf{x} \) in (1) follows a standard normal distribution, such that \( p(\mathbf{x}) = \mathcal{N}(\mathbf{x}; 0, \mathbf{I}) \). Consider a more general case, where the prior \( p(\mathbf{x}) = \mathcal{N}(\mathbf{x} | \mu_p, \Sigma_\mu) \) has mean \( \mu_p \) and covariance \( \Sigma_\mu \), the i-vector becomes [15]

\[
\phi = \mathbf{L}^{-1} \cdot \left( \mathbf{T}^\top \tilde{\mathbf{F}} + \Sigma_\mu^{-1/2} \mu_p \right)
\]  

(10)

and the posterior covariance is now given by

\[
\mathbf{L}^{-1} = \left( \Sigma_\mu^{-1} + \mathbf{T}^\top \mathbf{NT} \right)^{-1}
\]  

(11)

In [15] and [16], it was shown that the use of informative prior is beneficial to model and compensate for the source variability when a heterogeneous dataset is concerned.

3.2. Subspace-orthonormalizing prior

In this paper, we consider a more specific form of prior with zero mean vector \( \mu_p = \mathbf{0} \) and covariance matrix

\[
\Sigma_\mu = \left( \mathbf{T}^\top \mathbf{T} \right)^{-1}
\]  

(12)

made dependent on the loading matrix \( \mathbf{T} \). As we shall show next, this has the effect of orthonormalizing the loading matrix in the i-vector extraction process. Using the aforementioned prior in (10), the i-vector is given by

\[
\phi = \mathbf{L}^{-1} \cdot \mathbf{T}^\top \tilde{\mathbf{F}}
\]  

(13)

where

\[
\mathbf{L}^{-1} = \left( \mathbf{T}^\top \mathbf{T} + \mathbf{T}^\top \mathbf{NT} \right)^{-1}
\]  

(14)

Notice that (13) is the same as the conventional form in (8) since the prior has zero mean. The difference happens in the posterior covariance in (14) with the term \( \mathbf{T}^\top \mathbf{T} \) replacing the identity matrix \( \mathbf{I} \) in (9). Substituting (14) into (13), and after some algebraic manipulation, we arrive at

\[
\phi = \left[ \mathbf{I} + \left( \mathbf{T}^\top \mathbf{T} \right)^{-1} \mathbf{T}^\top \mathbf{NT} \right]^{-1} \left( \mathbf{T}^\top \mathbf{F} \right)
\]  

(15)

Note that we have assumed the matrix \( \mathbf{T}^\top \mathbf{T} \) is invertible to arrive at the equation above. We recall the following matrix inversion identity [19]

\[
(\mathbf{I} + \mathbf{PQ})^{-1} = \mathbf{P}(\mathbf{I} + \mathbf{QP})^{-1}
\]  

(16)

where \( \mathbf{P} \) and \( \mathbf{Q} \) are two matrices of arbitrary size with the constraint that their product forms a square matrix. We apply the identity on (15) by letting \( \mathbf{T}^\top \mathbf{T}^{-1} \mathbf{T} = \mathbf{P} \) and \( \mathbf{NT} = \mathbf{Q} \) which leads to

\[
\phi = \left( \mathbf{T}^\top \mathbf{T} \right)^{-1} \left[ \mathbf{I} + \mathbf{N} \cdot \mathbf{T} \left( \mathbf{T}^\top \mathbf{T} \right)^{-1} \mathbf{T} \right]^{-1} \tilde{\mathbf{F}}
\]  

(17)
Taking a closer look at (17), we note that the term \( T(T^T T)^{-1} T^T \) forms an orthogonal projection onto the subspace spanned by \( T \) [19]. The matrix \( (T^T T)^{-1} \) acts as a normalizing factor that recovers the norm and orthonormal basis of the subspace. Since this normalization matrix is introduced through the prior \( \Sigma_p \), we refer to (12) as the subspace-orthonormalizing prior.

4. Computation speed-up

The major computational load of i-vector extraction is to compute the matrix inversion in (9) or (14) for the standard and subspace-orthonormalized models, respectively. The expression in (17) show analytically the effects of subspace-orthonormalization when the prior \( \Sigma_p \) conforms to (12). Using (17) directly for i-vector extraction would incur more computation than that in (8) and (13) as it involves the inversion of a larger \( CF \times CF \) matrix. Having say so, (17) serves as the form of the self-orthonormalizing feature in the EM update of the \( T \) matrix.

4.1. Rapid computation of i-vector

We start with a singular value decomposition (SVD) on \( T \) of the form \( U S V^T \). The columns of \( U \) are referred to as the left-singular vector of \( T \) in SVD terminology [19]. We partition the \( CF \times CF \) orthogonal matrix \( U = [U_1, U_2] \) to consist of two rectangular matrices such that \( T \) spans the same subspace as \( U_1 \) while orthogonal to \( U_2 \). With this, \( U_1 \) has the same size as \( T \) while \( U_2 \) fills up the remaining of the vector space. Since \( U U^T = I \) and \( U_1 \perp U_2 \), it follows that

\[
\left[ I + N \cdot T (T^T T)^{-1} T^T \right]^{-1} = \left( I + N - NU_2 U_2^T \right)^{-1}
\]  

(18)

Let \( A = I + N \), we expand the right-hand-side of (18) using matrix inversion lemma [19], as follows

\[
K = A^{-1} + A^{-1} N \left( I - U_2 U_2^T A^{-1} N \right)^{-1} U_2 U_2^T A^{-1}
\]

Applying the matrix inversion identity (16), we arrive at

\[
K = A^{-1} + A^{-1} N U_2^T \left( I - A^{-1} N U_2^T \right)^{-1} A^{-1}
\]  

(19)

Using now the solution in (19) is exact. The matrix \( A^{-1} N = (I + N)^{-1} N \) is diagonal with element

\[
\frac{\alpha}{\gamma_1 + \gamma_c} \forall c
\]

(20)

where \( 0 \leq \alpha < 1 \). We adopt the approximation \( A^{-1} N = \alpha I \) such that

\[
K \approx A^{-1} + \alpha \cdot U_2 U_2^T \left( I - \alpha \cdot U_2 U_2^T \right)^{-1} A^{-1}
\]  

(22)

Notice that the assumption in (21) allows us to decompose the matrix inversion in (22) into two components that are orthogonal to each other. We do not need to know the exact value for \( \alpha \), as the second term comprising of \( U_2 \) will be discarded.

Using (22) in (17), and recognizing the fact that \( T \perp U_2 \), we have the following approximation for i-vector extraction

\[
\hat{o} = \left( T^T T \right)^{-1} T^T \left( I + N \right)^{-1} \hat{F}
\]

(23)

The complexity of computing i-vector using (23) is \( O(CF^2 M) \). The matrix \( \hat{T} = T \left( T^T T \right)^{-1} \) could be pre-computed and stored, where the memory demand is \( O(CF^2 M) \). Compared to the standard form in (8) and (9), our proposal in (23) is 12 time faster and with much smaller memory requirement (see details in Section 6). It is worth mentioning that there are two modifications that leads to the fast i-vector extraction above, namely, the introduction of subspace-orthonormalizing prior of (12), and the uniform-occupancy assumption in (21).

4.2. Relation to PCA

Equation (23) shares a number of similarities with dimensionality reduction mapping. Let \( f \) be defined as \( f = (I + N)^{-1} \hat{F} \) and \( T \equiv T \left( T^T T \right)^{-1} \). The super-vector-size vector \( f \) gives a fixed length representation of an utterance which is then mapped to a lower dimensional space via projection onto the columns of \( T \):

\[
\hat{o} = \hat{T}^T f
\]

(25)

The matrix \( \hat{T} \) is made up of the total variability matrix \( T \) trained using a maximum likelihood cost function [4]. Taking \( f \) as input data, we could train the transformation matrix \( T \) using any dimension reduction technique, for instance, principle component analysis (PCA). Suppose we have \( n \) training utterances, we form the matrix \( M \) with each column being the vector \( f \) for a training utterance. Since \( CF \gg n \), we perform eigenvalue decomposition on the matrix \( M^T M / n \) to obtain the transformation matrix as \( \hat{T} = MQ \), where \( Q \) is an \( n \times m \) matrix consisting of \( m \) leading eigenvectors. We compare the performance of probabilistic and deterministic ways of training the matrix \( T \) in the next section.

5. EM steps for hyperparameter training

The subspace-orthonormalizing prior was introduced in Section 3 for i-vector extraction. We further show in Section 4, the subspace-orthonormalizing prior, together with the uniform-occupancy assumption, constitutes the necessary conditions for rapid computation of i-vector proposed in this paper. The subspace-orthonormalizing prior could be utilized in the EM training of the total variability matrix, by so doing, we insert some form of the self-orthonormalizing feature in the EM update of the \( T \) matrix.
In the E-step, using the current estimate of $T$, we compute the posterior mean using (13) and covariance using (14). In the M-step, we accumulate statistics across all utterances, and perform a single update on $T$. The EM steps are repeated until convergence. Algorithm 1 lists the details of the EM algorithm. Note that the first-order statistics $F$ have been whitened and centered according to (7). It is worth mentioning that, the fast method given by (23) and (24) could be used for posterior estimation in the E-step. However, this is generally not required as the EM training of $T$ matrix is usually done once in an off-line manner.

### 6. Experiments

The acoustic features used in the experiments consists of 19-dimensional mel frequency cepstral coefficients (MFCC). Delta and delta-delta features were appended giving rise to 57-dimensional feature vector. We used gender-dependent UBM consisting of 512 mixtures with full covariance matrices. The total variability matrix $T$ was trained using Switchboard, NIST SRE’04, 05, and 06 data. The rank of the matrix $T$ is set to $M = 400$. The dimensionality of the i-vectors was first reduced to 300 with LDA and length normalization [22] was applied. The PLDA model was trained to have 200 speaker factors with a full residual covariance for channel modeling. Experiments were performed on the extended core task of NIST SRE’10 [23] consisting of nine common conditions (CCs) with different recording conditions for the training and test segments.

We evaluate the performance of the proposed method, both exact and fast versions, taking the standard i-vector given by (8) and (9) as the baseline. Table 1 shows the performance comparison in terms of equal error rate (EER) and minimum DCF (min DCF) for the female partition of the core-extended task. The proposed (exact) method refers to i-vector extraction using the subspace-orthonormalizing prior, which is given by (13)
Table 3: Computational Complexity and Memory Cost on different approaches.

<table>
<thead>
<tr>
<th>Complexity</th>
<th>Memory Cost</th>
<th>Time ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>slow baseline</td>
<td>(O(CFM^* + M^*))</td>
<td>(O(CFM))</td>
</tr>
<tr>
<td>fast baseline</td>
<td>(O(M^* + CFM + CM^*))</td>
<td>(O(CFM + CM^*))</td>
</tr>
<tr>
<td>proposed (exact)</td>
<td>(O(M^* + CFM + CM^*))</td>
<td>(O(CFM + CM^*))</td>
</tr>
<tr>
<td>proposed (fast)</td>
<td>(O(CFM))</td>
<td>(O(CFM))</td>
</tr>
</tbody>
</table>

and (14). Compare to the standard i-vector baseline, the performance is almost the same in terms of EER and min DCF across all nine common conditions. This is important as it assures that introducing a new prior during the i-vector extraction stage does not degrade the performance (We shall show later that using the new prior in the EM update does improve slightly the performance). Notice that the proposed (exact) method incurs the same computational complexity as the standard i-vector, i.e., the fast baseline as shown in Table 3. As mentioned briefly in the last paragraph of Section 2, we pre-computed the matrix \(T_c^T \Sigma_s T_c\) for faster computation in the fast baseline. Looking back at Table I and II, it is worth mentioning that the performance of the fast and slow baseline are exactly the same, so we do not specially refer to the baseline as fast or slow.

Table 3 shows a comparison of computational complexity and the memory demand required by each method. The time ratio was computed with respect to the proposed (fast) method based on time required to process one thousand utterances with the same setup and on the same machine. In Table 3, we show that the proposed (fast) method in (23) is 10 times and 100 times faster than the fast and slow variants of the standard i-vector baseline with a small memory demand. This comes at the cost of a small degradation in recognition accuracy. For all the 9 CCs in Table 1, the relative degradation ranges from 10.04% to 16.11% in EER and 0.67% to 20.40% in min DCF. In particular, for the tel-tel common condition 5, the relative degradation is 10.04% in EER and 4.54% in min DCF.

Also shown in Table 1, in the last two rows, are the results for the deterministic approach using PCA as described in Section 4.2. In particular, we trained the transformation matrix \(T\) using PCA by taking either \((I + N)^{-1} \hat{F}\) or \((I + N)^{-1} F\) as inputs. Comparing these results, it is evident that the whiten \(\hat{F}\) gives a better performance than the non-whiten counterpart \(F\). Comparing the results in the last three rows of Table 1, it is obvious that the transformation matrix constructed from the total variability matrix gives a better performance compared to that obtained using PCA. Figure 1 shows the DET plot for tel-tel common condition (CC5).

Table 2 shows the performance of the standard i-vector and the proposed (both exact and fast versions) methods with the same set-up as in Table 1 except for the \(T\) matrix used. Different from that in Table 1, we trained the \(T\) matrix using subspace-orthonormalizing prior as detailed in Algorithm 1. Comparing the EER and minDCF in the two tables, we observe a better performance could be obtained for most of the common conditions, though the improvement is marginal.

7. Conclusions

We have introduced the use of subspace-orthonormalizing prior for i-vector extraction. The orthonormal property imposed on the total variability space allows us to reformulate the equation to compute i-vector without having to evaluate the full posterior covariance beforehand. In conjunction with the uniform-occupancy assumption, the use of the new prior leads to a very fast method for rapid computation of i-vector. Compared to the standard forms with and without matrix pre-computation (i.e., the slow and fast i-vector baselines), the proposed method manages to speed up the i-vector extraction process by a factor of 12 and 106, respectively. Experiments conducted on SRE’10 extended-core task show that the relative degradation in EER is 10.04% on the tel-tel task.

With the use of DNN senone posterior becomes more popular, the computational demand is expected to increase tremendously for large senone set. We believe that the results presented in this paper would path the way for further research to cope with the computational requirement in this direction.
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